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ABSTRACT
With the continuous increase in reported Common Vulnerabilities
and Exposures (CVEs), security teams are overwhelmed by vast
amounts of data, which are often analyzed manually, leading to
a slow and inefficient process. To address cybersecurity threats
effectively, it is essential to establish connections across multiple
security entity databases, including CVEs, CommonWeakness Enu-
meration (CWEs), and Common Attack Pattern Enumeration and
Classification (CAPECs). In this study, we introduce a new approach
that leverages the RotatE [4] knowledge graph embedding model,
initialized with embeddings from Ada language model developed
by OpenAI [3]. Additionally, we extend this approach by initializing
the embeddings for the relations.

CCS CONCEPTS
• Security and privacy→ Vulnerability management.
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1 SOLUTION
We created a knowledge graphwith CVE, CWE, and CAPEC entities
and nine types of relations between them. Our approach is based
on knowledge graph representation learning, and we employed a
multi-modal model. Specifically, we employ RotatE model, which
has shown effectiveness in modeling complex relationships, and we
further improve its performance by using pre-trained embeddings
for both entities and relations. These embeddings are obtained by
feeding the entity descriptions into the Ada language model that
capture the semantic information of each entity.

Previous research has focused on using knowledge graphs to link
security entities, such as the approach taken by Han et al. [5]. Other
works have utilized both entity descriptions and graph structure, as
in the case of Xing et al. [6], who proposed a text-enhanced Graph
Attention Network that utilizes a word2vec [1] model to extract
textual features from entity descriptions. However, these studies
have not provided benchmarking datasets. To address this issue,
we have created two datasets: one consisting of 4,096 Linux CVEs
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from 1999-2020, obtained from the MITRE CVE database [2], and
a new dataset containing 16,044 CVEs from the RedHat Security
Database.

2 RESULTS
In contrast to previous works, we assess our method using an
Inductive Link Prediction protocol, which handles unseen entities
during training. Our approach is improving the Mean reciprocal
rank (MRR), Hit@10, Hit@5, and Hit@1 by 11%, 5%, 7%, and 15%,
respectively as shown in Table 1. Using MRR with Hit@ offers
a more comprehensive evaluation, as MRR considers ranking of
correct answers while Hit@ only checks if the correct answer is in
the top k results.

Table 1: Evaluation of Linux CVEs dataset.

Model MRR Hit@10 Hit@5 Hit@1
Xing et al. [6] 0.49 0.65 0.59 0.4
Our approach 0.6 0.7 0.66 0.55

Furthermore, when comparing our model initialization to other
methods such as Word2Vec, our results highlight the efficacy of our
approach, as shown in Table 2.

Table 2: RotatE evaluation with different initializations.

Model MRR Hit@10 Hit@5 Hit@1
RotatE+W2V 0.54 0.64 0.59 0.5
RotatE+Ada 0.6 0.7 0.66 0.55
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